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Abstract—In this paper, we design a Pl controller for an elec- This paper is organized as follows. In section 2, we explain
tromagnet placed inside a molding machine. The eddy currents the features of an electromagnetic molding machine and
inside the electromagnet are a spatially-distributed phenomenon 4,4 difficulty of the control system design using heuristic
that is difficult to capture by using finite-dimensional systems. tuni Furth introd . f th
First, we show that the theoretical model, expressed by partial uning. Furthérmore, we In .ro uce an expressmn 0 e
differential equations, cannot perfectly capture the properties System as PDEs and analytically characterize the structure
of the actual machine. Second, we design the Pl control system of the system in the frequency domain. Then, this model is
via a loop-shaping by directly using the data of the frequency compared to the experimental data. In section 3, we design
aesponse %?ta'”.e‘j f:jom tdhe ex;la_enment of the macht;rlle. The a Pl control system via loop-shaping by directly using the

esign problem is reduced to a finear programing problem. experimental data of the machine. In addition, we show the
|. INTRODUCTION time responses of the machine when using the controllers
j’fr(’esigned optimally and discuss a trade-off relation between

In molding fabrication, machines which generate mol
. . : e performance and robustness of the controlled system.
clamping forces are called molding machines. In the pasi, . :
inally, we examine the improvement of the performance

molding mac_hmes dpven by 9|I pressure were domm'ant. R%_f the controlled system when adding a first order filter to
cently, electric molding machines are widely used to improve, .- oller
controllability and cycling time of jobs. Furthermore, electro- '
magnetic molding machines, driven by electromagnets, are Il. ELECTROMAGNETIC MOLDING MACHINE
currently proposed [1]. In the machines, a suction force gen-
erated by the electromagnets is directly transmitted to a mo
in contrast to general electric molding machines, in which Fig. 1 shows a prototypical system of molding machines.
a thrust force generated by a rotary motor is transmittefhis system consists @lectromagnetsgenerating molding
through amplification. As a consequence, the electromagnefiyces, acenter rod transmitting forces generated at the elec-
molding machines are capable of more precise moldingomagnets, &lamping mechanispperforming the molding
fabrication. and aframe holding the whole system. The mold clamping
However, it is difficult to realize desired force response§iechanism consists of theold and aload cell which
using heuristic tunings of controllers. The reason is thaneasures molding forces. Fig. 2 shows the electromagnets
eddy currents are spatially distributed in an iron core aplaced inside the system. The electromagnets consist of an
the electromagnet. This means that the system should Bkectromagnet coteasuction plateand acoil. They generate
treated as a distributed parameter system [5], [10], [11[pagnetic flux, shown in Fig. 2, by the current flowing in
[13]. Therefore, the system is difficult to model in finitethe coil. Sucking forces are generated by the magnetic flux
dimensions while keeping suitable properties for controit a gap between the electromagnet core and the suction
system design. plate. Then, they are transmitted to the mold located inside
In this paper, we first overview a model expressed bthe mold clamping mechanism, which is connected to the
partial differential equations (PDEs) to analyze the propertguction plate throughout the center rod.
of this system. However, from the analysis it is mad
clear that the theoretical model cannot perfectly capture t
properties of the actual machine due to a certain element of To control the electromagnetic molding machine, the re-
a time delay included in the machine. Therefore, we designsponses of the molding force need to settle in a short time
PI control system via loop-shaping by directly using the datwithout overshoot. Fig. 3 shows a block diagram of the PI
of the frequency response obtained from the experiment epntrol system. In this figure, the electromagnetic molding
the machine. The design problem can be reduced to a lineaachine, shown in Fig. 1, is represented by the electro
programing problem because the structure of the controllgdagnet block. The filter will be added to Pl controller in
is restricted to Pl controllers (or Pl controllers and filtersprder to examine the improvement of the performance (See
for industrial applications. section III-C for detail). Fig. 4 shows experimental results
. _ _ ~ of the step response of the molding foroghen we vary
Tok%adlfﬁéﬁtut:mgf' Tgf:hn:)r}gg;?a“g_nlz_fc'em:gurg‘”dwa'fdnyg'”%wc?a proportional gain of the control system. Generally, the
{ishizaki,kashima,imura Y@cyb.mei titech.ac.jp convergent rate to a target value is larger as the proportional

*Sumitomo Heavy Industries, Ltd; 19, Natushima, Yokosuka city, Kana-
gawa{Ats _Katoh,hrh _morita }@shi.co.jp 1in this paper, the sampling times of the experiment were set at 1.5 kHz.

Summary of the molding machine
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Fig. 2. Electromagnet system Ry (r) = ma 0= (ﬂo,us + ﬂO) ) (2)

where L, uo and s denote the length of the flux path, the
gain of PI control systems is enlarged and when the gafagnetic permeability in a vacuum and the relative magnetic
reaches some threshold, overshoots of the response vArmeability, respectively.
arise. However, in the case of the electromagnetic molding Next, using induced electromotive forcEy (¢,r) and
machine, we can see from Fig. 4 that the convergent ra@éectrical resistanceg (r), the eddy current® (¢,r) that

does not increase even if the gain is enlarged. arises inD is given by
From these experiments, we can see that the behavior of 3 Ep(t,r)
this machine contradicts the intuition of general systems. i (t,r) = Ru(r) 3)

Therefore, it can be anticipated that the performance of the ] ] ) ) ]
machine will be hard to improve with the traditional tuningHere, the electrical resistance is proportional to the circum-

techniques of controllers [2]. To design the control systerfgrential length and is inversely proportional to the width of
systematically, we first derive the mathematical expressidh€ Path and therefore is given by

of the system. I(r
Ri () = o130, @

C. Derivation of the expression as partial differential equa- ) i i

tions wherep is a constant determined by the material. From the

) ) , . definition, the density of the magnetic flug (¢,r) has a
The physical system is supposed to be axisymmetric 3Sjation of
o (t,r)

shown in Fig. 5. Therefore, we aim to derive relations of
L(r)dr’

physical quantity for a radial direction from basic laws of
hysics [3]. To this end, we consider a micro regiralon . . .

Py (3] g 9 From Faraday's law of electromagnetic induction, the in-

duced electromotive forc&g (t,r) is given by

a path of the eddy current located at the radiusiere,T’
denotes a radius of the iron core.

Using magnetomotive forcE), (¢, r), magnetic resistance B " 0B (t,()
Ry (r) and circumferential length(r) = 27r, the magnetic Eg (t,r) = _/0 H<) ¢, ©6)

ot
flux ¢ (t,r) generated irD is given by i.e., the summation of the time derivatives of the magnetic

b = Ey (t,7) 1 flux. The magnetomotive forcEy, (¢,r) in D is given as the
o(tr) = Ry (r) (1) summation of the eddy current8 (¢,r) that arises outside

B(t,r) = (5)




D and the current in the cail. (¢). Therefore, it is expressed
as

(M Ep(t0) .
Ear (br) = / seSlaceNa0. 0)

where N. denotes the number of coil turns.
Hence, organizing these relations Br(¢, ) yields

8Bt§ , N,
/c'/ PP geag 1 Meic ). 0)

Finally, the suction forceF’ generated in the iron core is
given by

/ I(r 2 dr. 9) Fig. 5. Model of electromagnet
2/10

Here, we define, respectively, the state variable, the input

and the output byy (¢,7) := B(t,7), v(t) :==i.(t) and figure, we can see that the slope of the gain characteristic
T (t) := F (t) and then linearize (9) around an operatingf the theoretical model and the experimental result is
point (U, y,T). Note that the steady-state valigés constant —10 [dB/dec] at high-frequency. Generally, the slope of
and independent of the spatial variableThen, we define the gain characteristic of systems with relative degreis

the errors from the operating point l§y, x, T) and replace —20k [dB/dec] at high-frequency. From this fact, we can
the spatial variable/T" by r. Furthermore, by differentiation anticipate that the property of the actual machine is hard to
of (8) with respect tor and coordinate transformation aseven approximately express in terms of a general lumped

r = /€ for convenience, we obtain parameter system consisting of rational functions.
9% (,€) 9 % (t,€) On the other _hand, we can also see from F_ig. 6 that the
ot =2 875 <§ BT ) at £€(0,1) phase characteristics of these are different at high-frequency.
This difference of the phase might be caused from certain
X(t.€) = aU (t) at =1 elements of the time delay included in the machine. From this
ox (¢, ) (10)  feature, we can anticipate that if we use the theoretical model

3

at £=0 for the control system design, the effect of this time delay

1 negatively affects the behavior of the controlled system.

T(t) :/0 X (t,€) ¢, While, we can expect that the delay can be appropriately

) modeled as a time-delay system. However, it is quite difficult
where x (t,€) := x (t,v€), and o := 20p/T? and 3 :=

- to design the actual controller for such models, composed of
2mpN2v/ (opo) € R are positive constants. Therefore, theppeg and, in addition, time-delay [8].
dynamics of the physical system are essentially identical {0 o these examinations, we can see that the theoretical

that of heat diffusion systems with a diffusivity which is g expressed by PDEs cannot perfectly capture the

proportional to the spatial variable [10], [11], [12]. property of the actual machine. Therefore, design methods
The input-output transfer function of this system [6], [7],jn \yhich the data of the actual machine is directly used are

[8], [13] is given by suitable for the control system design of this system.

23

G (s) := BN (2v/~325) 7 (11) [1l. Pl CONTROL SYSTEM DESIGN
V=250 (2V/=23) A. PI control system design via Linear Programing
where In this section, we explain a design technique for the PI
= (=™ (z 2m+k control system, shown in Fig. 3, via a Linear Programing
= — (= 12
Ji (2) mz:jo —TCRT ) (12) 14

We define the PI controller by

are Bessel functions [9]. I
1
D. Comparison with the experimental results on the actual K (s) = kp + s (13)

machine and set aside the filter in Fig. 3. Furthermore, we denote
In this section, in order to verify the validity of the modelthe machine data of frequency response gy € C and

expressed by PDEs, we compare the frequency responsewgf€ R, i.e., g, = G (jwy) for the input-output transfer

the model (11) with that of the experimental result of thdunction of the machineG,, (s), which is not explicitly

machine [4]. In addition, we compare it with a first orderexpressed in this paper. Here, from the experiment of the

system for the examination. machine, the datg,,,w, are obtained as Table I, in which
Fig. 6 shows the Bode diagram of the experimental resuly, - - -, woo Sequentially denote the values of, from the

the theoretical model and the first order system. From th&mall one and alsqgy,---,go0 denote the values ofy,



Bode Diagram that kp andk; satisfy

20 T‘f*‘]**"*‘ﬁ"h\* , o o] Ny ={1,---,12}, (a1, b1, c1) = (=1,1,7)
g Hy, 10 ldBidec] Ny ={1,--,20}, (az,ba.c2) = (0,1, ).
S an L N *_ 4
3 v w» Experimental result ***\ In this optimization problem, we maximize under the
S b o Theoretical model Yy *\* 4 constraints of the half plane for the loop transfer function
g — « — First order system \,\ 'S L; (jwy,) at the frequency points,,,, n; € N;. The restric-
T tion boundaries are straight lines, which are defined by the
10 10 10 10 10 parametersa;, b;, c;) for i = 1,2. To put it concretely, the
first restrictions guarantee some stability margin by giving
0'“?”*%% some~ and the second restriction maximizes the gains in
LR the low- and middle-frequency range by maximizingAs a
- ”"5:** result, we obtainedp =9.90, k;=8.43 x 102 andx=1.95
3 50 b L * ';‘, """"" biotial wheny = 0.1 andkp =19.8, k;=1.69 x 10* andx=3.90
© [ * X when~y = 0.2.
g I Fig. 7 and Fig. 8 show Nyquist plots df; (jw,,), which
o ** ----------- are enlarged in Fig. 9 and Fig. 10 around the origin, and
-100 mo - ]01 - ]02 ””1‘0‘3 "~ 7, thatof the theoretical model (11) when using the controller

obtained here. In these figures, the solid line and the broken
line denote the Nyquist plot af; (jw,,) and that of the the-
oretical model, i.e.(7 (jw)K (jw), respectively. In addition

: and = denote the ranges,,, for all n; € N; andw,,, for

all ny € Ny, respectively. From these figures, we can see that
) ) ] the gains are maximized in the low- and middle-frequency
according tow,. In the rest of this paper, we design the,ange while allL, (jw,,) satisfy the restrictions and also

control system based on frequency shaping of the open-logpyt the ohtained: becomes smaller when we give larger
transfer function. Now, let us consider the following problemg,thermore. the phase df; (jw,,) delays more than that
L] (2 ng

Problem:  Suppose that datg, € C andw, € R, for of the theoretical modef7 (jw)K (jw). Therefore, we can
n=1,2,---,N, (a;,b;,c;)ER3 fori =1,2,---, I —1 and anticipate that if we use the theoretical model for the control
(ar,br) € R? are given. Furthermore suppose that the setystem design, we cannot guarantee the stability margin of
N;C{n=1,---,N}fori=1,2,---,I are given. Findip  the controlled system appropriately.

Frequency [rad/sec]

Fig. 6. Bode diagram of the machine

and k; for which L; (jwy,) = gn, K (jwn,) maximize x Furthermore, we can obtain a trade-off relation between

such that k and~, i.e., guarantee of the gain in the low- and middle-
frequency range and the robustness of the closed system,

arRe[Lr (jwn,)] + brIm [L; (jwn,)] < K, (14) as shown in Fig. 11. That is to say, we cannot improve the

convergence rate without losing some of the stability margin.
subject to allL; (jwn, ) :=gn, K (jwn,) fori =1,2,---,1-1  consequently, we can theoretically show the performance
satisfy limitation of the PI controller for this system, which is hard
to determine by heuristic tuning of the controller.
In addition, Fig. 12 shows the experimental results of the
time response for the controllers obtained from solving the

following problem:

This frequency shaping problem can be reduced to a linear

programing problem, which can be solved efficiently by nu- Ny =A{1,---,16}, (a1,b1,¢1) = (=4.6,1,7)
merical computation, because the structure of the controller No ={1,---,20}, (ag,ba,c2) = (0,1,—kK).
is restricted to PI controller. Therefore, we can shape the i

frequency property of the open-loop transfer function pyS @ result, we obtainedp = 3.28, kr = 33.5 and r =
using the machine data obtained from the experiment. T&e06 wheny = 0.12 and kp = 6.56, k; = 66.2 and x =

physical interpretation of each sets and the parameters (2 When7 = 0.24. We can see from this figure that both
this problem and relation to the actual design problem a perimental results converge to the target value and also that

explained throughout discussion in the next sections. the convergence rate improves as the value & larger.

a;Re [L; (jwn,)] + biIm [L; (jwn,)] < ¢ (15)

for n; € N;.

C. Examination for the improvement of the performance

B. Loop shaping by using the frequency response data In section 1lI-B, we showed the performance limitation

In this section, we design the PI control system and alsehen using the PI controller only. Besides, in this section we
show the time responses of the designed system. Here, @xamine the improvement of the performance when adding
maximize x with several values ofy under the constraints a first order filter to Pl controller.



TABLE |
DATA SET OF FREQUENCY RESPONSE OF THE MACHINE

wn [rad/sec] 0.6283 1.257 1.885 3.142 5.027
In 0.1306 + 0.010p | 0.1291 + 0.0144 | 0.1272 + 0.0182 | 0.1226 + 0.0247 | 0.1156 + 0.0317
6.283 1257 18.85 31.42 50.27
0.1111 + 0.0386 | 0.0907 + 0.0452 | 0.0770 + 0.0473 | 0.0604 + 0.0445 | 0.0460 + 0.0408
62.83 125.7 188.5 314.2 502.7
0.0400 + 0.0385 | 0.0244 + 0.0317 | 0.0170 + 0.0278 | 0.0099 + 0.0244 | 0.0015 + 0.020%
628.3 1257 3142 6283 12570
-0.0015 + 0.0188 | -0.0076 + 0.0109 | -0.0079 + 0.0009 | -0.0018 - 0.0059 | 0.0026 - 0.0039
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Fig. 7. Nyquist plot { = 0.1) Fig. 8. Nyquist plot { = 0.2)
In the rest of this section, we solve the same frequenc 02
shaping problems as those in section IlI-A for the controlle '
of L . 0.1 0.1
K (s) :=kp + — a 16
(s) Pt +1’ (16) 0 0
in which the filter is added to (13) aril denotes the time -0.1 -0.1
constant of the filter. 02 2
Here, whenT' = 30 and~ = 0.2, we maximizex under ' ’
the constraints thatp, k; and ky satisfy <03 0.2 01 0 01 0.3 02 01 0 01

N1 = {1, tey 12}, (al,bl,cl) = (—1, 1,02)
N2 = {1, . ',20}, (a27b2702) = (0, 1, 7!1) .

Fig. 9. Enlargement of Fig. 7 Fig. 10. Enlargement of Fig. 8

As a result, we obtaineflp =19.3, ki=-3.32x107, kp=

9.98 x 108 and x = 6.31. Fig. 13, in which the denotations the controller. Moreover, the Nyquist plot of the theoretical
are same as those in Fig. 7 or Fig. 8, shows Nyquist plofgodel is distant from that of; (jw,,).

of L; (jwn,) and the theoretical modé¥ (jw)K (jw) when Furthermore, Fig. 14 shows the obtained value: afhen
using the controller obtained here. From this figure, we cavarying the time constanf’. This figure indicates that the
see that the gain in the low- and middle-frequency range gerformance will improve significantly by choosing the time
bigger than that in Fig. 8 while keeping the same stabilitgonstant between 20 and 3thgx ~ ~ 9). However, since
margin, i.e.,7 = 0.2. That is to say, the performance ofthe obtained gains are too large to implement, we need to
the controlled system improves by increasing the order gfractically design controllers taking this point into account.
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IV. CONCLUSION

Spatially-distributed phenomena are important to indus-
trial applications, while the mathematical treatment of them
are complex. In this paper, we showed that the theoretical
model expressed by PDEs was not necessarily suitable for the
control system design because the model could not perfectly
capture the property of the actual machine. Therefore, in8l
this paper we designed a Pl control system by directly
using the experimental result via the frequency shaping. The
design problem was reduced to a linear programing probleri0]
Consequently, we theoretically showed the performance lim;,
itation, which is hard to determine by heuristic tuning of the

controller. [12]
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