Model Reduction of Complex Dynamical Networks
based on State Aggregation

Takayuki Ishizaki (Tokyo Institute of Technology)




Contents

» Overview of model reduction problem (preliminary)
what is model reduction?

error evaluation in terms of # ., /#,-norms

» Network structure preserving model reduction (main)
system description of dynamical networks
key idea of state aggregation with an .. -error evaluation

numerical example

» State aggregation with an #,-error evaluation (additional)

controllability gramian

2/22



Overview of Model Reduction

Given stable system Find  Stable reduced model
INES J 5. © = Ax + Bu U S Y S :i?zzilz%—f—Bu

——————————————————————————————————————————————————————————————————————————————————————————————

A e
s Biiﬁ / L o | B8] J i

input-to-state map  state-to-output map . . . |
(A, B) (A,C) Dimension of state: /A < n

~ -~

Pr=i, PeR" —— A=PAP', B=PB, C =CP!
¥ PP' = 1A

322 Find P such that |¥ — 3| is small enough




X L[+ :Laplace transform of *

Typlcal SyStem Norms | * || 7 : Frobenius norm of *

i = Axr + Bu solution y(t) = f h(t — 7)u(T)dr
0

stable system 3 :
y=~Cux impulse response i(t) := Ce?'B

transfer function H(s) := Z[h] = C(sl, — A)"'B

H ~-norm HH(}W)\ maximum gain

12|

|y(t)] 2 - *
) = sup — = —sup || H(jw
15 SUP D) . sup || H(jw)|

1 [~ 2
Ho-norm ||X||%, = ||h]lz, = (%/ I H (jw)||% dw) energy of impulse response

Lo-normof f: Ry — RP*™ || fllz, := (/ \f(t)H%dt)
0
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System Description

[Definition] (single-input) Dynamical Network (A,b)

A linear system i = Az + bu with A = {q,; ;} € R"*"and b = {b;} € R"

is said to be a dynamical network (A, b) if A is stable and symmetric.

A generalization of reaction-diffusion systems: Connected undirected graph

n
’I‘7 = —7r;,r; + E aj (’)“7 — ’I‘?) + b?;’u,
j=1,j#i

3 r; > 0 :intensity of reaction (chemical dissolution)
W ere . . o o
a;j = aj,; > 0 tintensity of diffusion between 7; and 7  staple, symmetric
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Drawback of
Traditional Model Reduction Methods

» Traditional model reduction methods
» Balanced truncation, Krylov projection, Hankel norm approximation

» No specific structure in transformation matrix P

Drawback: Network structure (spatial information) is destroyed

Given (A.b) Reduced model (PAP', Pb)
100
Pr =x u
E @
@
P e RA*"full matrix &
G 9
v PAP!. Pb :dense ®

A, b :sparse ©

no physical interpretation...



State Aggregation Approach

» Model reduction by aggregating disjoint sets of states {Z}ieq1.....1}

» Block-diagonally structured aggregation matrix P = Diag (pyyj. .. . . p[L])

» Network topology among clusters is to be preserved ©

9
xi;1 € R zp) €R
1 x = Px oo
<€ )
weighting | P[1] € R!*? Clusters
VEeCtors | ppg) € RI*4 .
£ '\\ ,,'I
X[2] e R NPt

T [2] < Rl

x = Pr & [Xm] = [pm ] [xm] How to find “reducible” clusters?
P[2]

dpi

¢ For simplicity of notation, suppose the indices are permuted accordingly to clusters



Key Observation

to Construct Reducible Clusters
Given (A.D) Ul e

~
_9 k
- sty
N

~0th order [S;:ate behavior under a input signal]

Clustering K'

4 | about 7
i B AT trajectories
accordingly to behavior | #Z ™.\ = A # -~
| _x can be aggregateél into |
7 dimensional variables??
- 20 1 > 3 4 t
[Definition] Reducible Cluster U
- A
Let Z;; be the index set of the [-th cluster. \\ [-th cluster
“:—7--7?? Zl?'/' =147, ..
The [-th cluster is said to be reducible if ) ___/5:/ Ty =10d,-- 3
Llx;
dpi; €R s.t. gi($) = pi (%), Vi,5 € I whdee agy(smpat | |’u,.(t).
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Basis Expansion
via Positive Tri-diagonalization  [T.Ishizaki et al. CDC 2010]

Dynamical network (A, b) Positive tri-diagonal pair (2, b)

3o L1 g)\ In—1 In
u—> O 31w~ Bo O _______ O_O
O 7 U
o S tri-diagonal _ [ Go |
Bi az [ 0

Bn—l
Bn—l O, B 0 _

DC-gain is maximal

basis expansion 51(5) = >_hiswy(9)  wils)i= it (89— 0.0)

19i(s) — pi,jgi(8)|ln. =0 & row; [Hdiag (g)] = p;; row; [Hdiag (g)]
where g:=—2A""b=[g1(0),...,0,(0)]"
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Aggregation of Reducible Clusters

Cluster reducibility: Hpi’j eR s.t. gi(S) = pi,jgj(s)a Vi, ] € I[l]

[Theorem] Let Z; be the index set of the /-th cluster.
The [-th cluster is reducible if and only if

dpi; € R s.t. row; [Hdiag (g)] = ps;,;row; [Hdiag (g)], Vi,j € Iy.

4L
Furthermore, g(s) =g(s) holds for py= ||PH||7 pp = {pi;}jer, eR Il

P :unitary, i.e., PT — PT
Aggregated model (PAP',Pb)
g(s) =PT(sIn —PAPT) 'Pb

Dynamical network (A,b)
g(s) = (sIy—A) '

Elimination of uncontrollable subspace with block-diagonally structured P



Reducibility:
Jp; ; s.t. row; [Hdiag (g)] = pi; row; [Hdiag (g)]

° TN
Simple Example where g =26
Given g (s)=(sl,—A) 'b positive tri-diagonal pair (2, b)
xT- pr—
NG v=Hr TR T TR T
—> >O—(O0—0O0O—C0——0
O U U U U
10 0 0 0°
0 12 —02 0 0
. Hdiag(g)=1| 0 1.2 —-02 0 0
aggregation Po | [55] 0 06 04 0 0
. - 2742 1 1
x = Px B |0 06 04 0 O
_ 2 1
g (s)=P"(sIa—PAPT) Py N x :solid lines

T L
1 : h+ !

g9(s) =g(s) holds
< PTx — z, Vu, 2(0), x(0)
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Relaxation of Reducibility Condition

Dynamical network (A,b)

1 0 0 0 O

0 1.2 —-0.2 0 0

Hdiag(g) =] 0 1.2 —-02 0 0
0 06 04 0 O

0 06 04 0 O |

row; [Hdiag (g)] = p;,; row; [Hdiag (g)]

1 0 0 0 0
0 1.23 —-0.25 0.03 —0.00
Hdiag(g)= | 0 1.17 —0.14 —0.03 0.01
0 0.58 0.39 0.02 0.01
f L C 0 064 038 —0.01 —-0.01
similar behavior row; |[Hdiag (g)] =~ p;,; Tow; [Hdiag (g)]
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Aggregation of Weakly Reducible Clusters
Denote row; [Hdiag (g)] =h! and define p = {p,} = (—A"'b)"T e R*".
[Definition] 0-weakly Reducible Cluster 3 pii = DPi/Pi

The cluster Zj; is 0 -weakly reducible if 3i € Iy s.t. ||h] —p;;hS|| <0, VjeIy.

/\< 9 . coarseness
> parameter
7] j

FJ

.?

0

[Theorem] et pyy = {pi;}jez, Rl

Py
[P
Then, g(0) =g(0), [lg(s) —g(s)lly_ < af hold for an o determined by A .

Suppose all clusters are ¢ -weakly reducible, and take pp;= e Rl




Algorithm to Construct
Weakly Reducible Cluster Set

Given network * Give 0 c R, Initialize {Zjj}ic. =0, L =0, 1=0
— While {Zpj}ier #1{1,...,n}

e |++, L+ {L,!}

* Choose ic{l.....n}/{Zjy}ice , Set Iy = {i}

e Forall je{l,....n}/{Zynher,
if (¢,7) satisfies (x), then I, « {Zy;, j}

6 -weak reducibility condition:

Hh?—Pi,jth <@ e (%)

where h :=row; [Hdiag (g)] and pi; = pi/p;
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Numerical |

» Holme-Kim model

Lxample

of 1000 nodes

a famous complex network model

non-zero edge weight is randomly chosen from (0.1

g —gll#.
2T
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9.09 x 1072 % (0

27 clusters



Remarks on #.-aggregation

» Similar aggregation approach admits to multi-input systems

positive tri-diagonalization with respect to each input signal

» Aggregation of positive networks preserves the positivity

positivity: non-negativity of off-diagonal entries of A and entries of b

» Generalization to positive directed networks is also possible
asymmetric A with non-negative off-diagonal entries
tri-diagonalization is replaced with Hessenberg transformation

however, higher computational costs are to be required
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Ho-aggregation based on Controllability Gramian

r = Ax 4+ Bu o0 3
> { Ho-norm: [|X||y, = (/ ||CeAtB||%dt)
| 0

Positive semi-definite solution ® of Lyapunov equation A® + ®A"+ BB'=0

1
2

12, = (trace]COCT))
d : controllability gramian

® is non-singular < (4, B) is controllable

® relates to H2 -norm & controllability

[Theorem]

The cluster Zj; is reducible if and only if

1

1 1 .
3[),,;?_;,‘ c R s.t. row; [(I)z] = i, TOW; [(1)3}, \V/Z,j = I[;]
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Aggregation of Weakly Reducible Clusters

l\.')|l—‘

Denote row;[®%] = ¢; and define p= {p;} = (—A"'p)T e RM*".

[Definition] £-weakly Reducible Cluster

The cluster 7y is 0-weakly reducible if 3i e Iy s.t. ||¢; — pi ol <0, Vi€ Iy.

[Theorem] Let py = {pi}jez, € RV pi ;= pi/p;.

RUUN
1Pyl
Then, g(0) =g(0), [lg(s) —g(s)lly, < af hold for a positive constant « .

Suppose all clusters are ¢ -weakly reducible, and take pj;= e R 17wl
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Remarks on Hs-aggregation

» Lyapnov equation Ad 4+ ®A" + BB'= 0 is identical regardless of
single- or multi-input systems

moreover, regardless of symmetry of A

» Generalization to positive directed networks is also possible
preserving network topology, stability, and positivity
that to systems with arbitrary stable A is difficult

not only error evaluation, but also guaranteeing stability of reduced model
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Summary

» Model reduction based on state aggregation is proposed
preserving network structure
aggregation of reducible clusters
characterization via positive tri-diagonalization leads to # ..-aggregation
characterization via controllability gramian leads to 7{,-aggregation
» Aggregation techniques have ability to preserve other properties

system positivity, second order (oscillator) structure, etc...

Aggregated model (PAPT, Pb)
g(s) = PT(sIn — PAPT) 'Pb

Dynamical network (A,b)
g(s)=(sly—A)""b
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