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Abstract

In this paper, we develop a distributed design method for power system stabilizers (PSSs) that improve damping performance for deceptions caused by contingencies in a power grid in which large-scale PV penetration is introduced. We suppose that there are multiple independent system operators in a grid and each system operator designs a PSS based on the corresponding subsystem model information alone. The controller design method for PSSs under the restriction on available model information is called distributed design. Although practical distributed design methods are typically based on single-machine infinite-bus system, the problem here is that the designed controller possibly destabilizes the grid. In this paper, we propose a novel distributed design method for power grids based on retrofit control theory. The designed PSS can theoretically guarantee the stability of power grids and also improves damping performance. Through a numerical example for the IEEJ EAST 30-machine power system, the effectiveness of our proposed method is verified compared with the conventional method.
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1. Introduction

Towards development of smart grids, the use of renewable power generation systems such as photovoltaic (PV) generators has become increasingly popular [Blaabjerg et al. (2017)]. In Japan, the number of installed PV power generators is rapidly growing after the implementation of the feed-in tariff (FIT) scheme [Ministry of Economy, Trade, and Industry (2017)], and the cumulative level of PV installations is expected to reach 64GW by 2030, covering approximately 7% of the entire energy consumption [Ministry of Economy, Trade, and Industry (2013)]. Such large-scale penetration of PV generators possibly causes the operation stoppage of some pre-existing synchronous generators in order to keep supply-demand balance. In Eftekharnejad et al. (2013); Tamimi et al. (2013); Blaabjerg et al. (2017), it has been pointed out that the reduction of the number of pre-existing generators poses a threat to power system stability because the poor controllability of PV leads to grid instability [Blaabjerg et al. (2013)]. From this viewpoint, it is required to develop a systematic method for designing power system stabilizers (PSSs) that can enhance the stability of PV-integrated power systems.

One approach to this objective would be to use distributed control [Etemadi et al. (2012), Ortega et al. (2009), Dörfler et al. (2013)], where each local control action is determined only by local measurement output, such as local frequency deviation. Although in the above PSS design, all the controllers are jointly designed with access to a model of the entire system, it is impossible to obtain the entire power system model because power systems are highly large-scale and complex. Therefore, this type of entire-model-based approach is not very suitable for the control of power systems.

Recently, a new notion called distributed design has been proposed [Langbort and Delvenne (2010)]. This notion is the controller design in which local controllers are individually designed by using partial models of the entire system and their control actions are individually determined by local feedback from the corresponding subsystems. In other words, not only the controllers’ action, but also their design is performed for individual subsystems. Hence, this distributed design approach is suitable for the control of large-scale systems. Indeed, typical controller design approaches taken in the power community...
can be regarded as special cases of this distributed design. Such an example is PSS design based on the single-machine infinite-bus model in which the dynamical behavior of the grid is completely neglected [Wang and Swift (1999)]. However, such typical PSS design does not theoretically guarantee the stability of the entire power system. Although existing power grids are stably operated by conventional PSSs, especially for future power grids PSS design should take an approach based on distributed design methods that can guarantee the entire system stability theoretically.

As a practical distributed design method, the authors in [Sasahara et al. (2018)] have proposed a new control concept, retrofit control. The target system of retrofit control is a network system in which there are multiple operators each of who manages the corresponding subsystem using a local controller so that the entire system is stable. Consider a situation where operators attempt to retrofit an additional controller to the network for transient response improvement. The proposed retrofit control enables the operators to achieve distributed design.

In this paper, we show how retrofit control works for PSS design of PV-integrated power grids. The existing method in [Sasahara et al. (2018)], however, treats the systems where feedthrough terms from interconnection signals to measurement signals do not exist and thus cannot be applied to power systems directly. To overcome this difficulty, we extend the existing retrofit control so as to be applicable for power systems. We see numerically that the concept, in [Wang and Swift (1999)], is performed for a more realistic power system model than rigorous theory of retrofit control that realizes distributed design method for local controllers based on the controller design problem. Moreover, we propose a retrofitted control input, and the supplementary control input defined below, $i_{k[i]}$, $u_{k[i]}$, $v_{k[i]}$, respectively, the spectrum of a matrix $A$ by $\sigma(A)$, the Euclidean norm of a vector $x$ by $\|x\|$, the 2-induced norm of a matrix $A$ by $\|A\|$, the vector where $x, y$ and $x_{i}, i \in I$ are arranged in vertical by $\text{col}(x, y)$ and $\text{col}(x_{i}, i \in I)$, respectively, and the cardinality of a set $I$ by $|I|$. The complex variables are described in bold italic fonts, e.g., $x$. The imaginary unit is denoted by $j := \sqrt{-1}$, the conjugate of $x$ by $x^*$, the absolute value of $x$ by $|x|$, the angle of $x$ by $\angle x$, and the real (imaginary) value of $x$ by $\text{Re} x$ ($\text{Im} x$).

Denote the $L_2$-norm of a square-integrable function $f(t)$ by
\[
\|f(t)\|_{L_2} := \sqrt{\int_0^\infty |f(t)|^2 dt},
\]
and the $H_2$-norm and the $H_\infty$-norm of a transfer matrix $G(s)$ by
\[
\|G(s)\|_{H_2} := \sqrt{\frac{1}{2\pi} \int_0^\infty \text{tr}(G(j\omega)G(j\omega)^T) d\omega}
\]
and
\[
\|G(s)\|_{H_\infty} := \sup_{\omega \in \mathbb{R}} \|G(j\omega)\|,
\]
respectively. Throughout the paper, all physical quantities, e.g., the rotor angular speed $\omega$, are in per unit unless otherwise stated, and all symbols with superscript * denote setpoints, e.g., $V^*$ is the setpoint of $V$.

2. Modeling of PV-integrated Power Systems

We first describe a state-space model of an electric power system consisting of power plants, consumers, PV generators, and transmission facilities of the EAST30 model [The Institute of Electrical Engineers of Japan Power and Energy (2010)]. In the modeling, neighboring power plants, consumers, and PV generators are considered to be aggregated ones called generator, load, and PV power plant, respectively. Those aggregated units are interconnected via buses. In this paper, this term non-unit buses refers to the buses to which any units are not attached, and the term component refers to either a unit with its bus or the non-unit bus.

Let $N$ be the number of the buses existing in the power system. For $k \in \mathbb{N}$ where $\mathbb{N} := \{1, \ldots, N\}$, the dynamics of the $k$-th component is described as
\[
\Sigma_{[k]} : \begin{cases} 
\dot{x}_{[k]} &= f_{[k]}(x_{[k]}, u_{[k]}, v_{[k]}, i_{[k]}, u_{s,[k]}, u_{v,[k]}) \\
0 &= g_{[k]}(x_{[k]}, u_{[k]}, v_{[k]}) 
\end{cases} \tag{1}
\]
where $x_{[k]}$ is the state of the $k$-th component, $u_{s,[k]}$ is the supplementary control input defined below, $u_{v,[k]}$ is the control input, and $i_{[k]}$ and $v_{[k]}$ are the bus current and voltage, respectively.

The interconnection of the network of the power system is described by
\[
i = Y v \tag{2}
\]
where \( i := \text{col}(i_{[k]}), j_{[k]} \in \mathbb{N}, v := \text{col}(v_{[k]}), j_{[k]} \in \mathbb{N}, \) and \( Y \in \mathbb{C}^{N \times N} \) is the admittance matrix. It should be emphasized that \( Y \) represents the network structure of the power grid.

The entire power system model can be described as the combination of (1) and (2). The remainder of this section is devoted to present models of generators, loads, PV power plants, and non-unit buses in the form of (3). In the following, the index set of the buses connecting to the generators, loads, PV power plants, and non-unit buses are denoted by \( N_{G}, N_{L}, N_{P}, \) and \( N_{N} \), respectively. Those sets are disjoint and \( N_{G} \cup N_{L} \cup N_{P} \cup N_{N} = N \) holds.

### 2.1. Synchronous Generator

We describe a generator model of the EAST30 model in the form of (3). Typically, a generator consists of a synchronous machine, an excitation system with automatic voltage regulator (AVR), and a turbine with governor [Kundur 1994]. The basic function of the excitation system is to provide current to the synchronous machine, that of the turbine with governor is to generate a mechanical power to rotate the machine, and the synchronous machine is in charged of changing the mechanical power to the electrical power and transmits the generated mechanical power to the grid.

For \( k \in N_{G} \), the dynamics of the synchronous machine connecting to the \( k \)-th bus is described as

\[
\begin{align*}
\dot{\delta}_{[k]} &= \frac{\omega_{[k]}}{M_{[k]}} \left( \frac{1}{1 + \omega_{[k]}} P_{m,[k]} - v_{[k]}^T i_{[k]} \right) \\
\dot{\omega}_{[k]} &= \frac{1}{M_{[k]}} \left( \frac{1}{1 + \omega_{[k]}} P_{m,[k]} - v_{[k]}^T i_{[k]} \right) \\
\dot{v}_{[k]} &= A_{\psi}[\dot{\delta}_{[k]} \psi_{[k]} + B_{\psi}[i_{[k]} + B_{v} v_{[k]} V_{\text{fl,[k]}}] \\
\dot{i}_{[k]} &= \text{comp}(T_{\delta_{[k]}}, v_{[k]}) \\
\end{align*}
\]

(3)

where \( \delta_{[k]} \) is the rotor angle relative to the frame rotating at the constant reference speed \( \omega := 100\pi \) (rad/sec), \( \omega_{[k]} \) is the rotor angular velocity relative to \( \omega \), \( \psi_{[k]} \) includes the magnetic flux associated with the field circuit, d-axis damper windings, q-axis damper windings, \( P_{m,[k]} \) is the mechanical power input, \( V_{\text{fl,[k]}} \) is the field voltage, and \( i_{[k]} \) and \( v_{[k]} \) are the stator current and the stator voltage, respectively. The inertia constant is denoted by \( M_{[k]} \) (sec) and \( \text{comp}(\cdot) \) denotes the transformation from a two-dimensional real vector to the corresponding complex number by \( \text{comp}(z) := [1 \; j] z \). Furthermore, \( T_{\delta_{[k]}} \) is defined by

\[
T_{\delta_{[k]}} := \begin{bmatrix}
\sin \delta_{[k]} & \cos \delta_{[k]} \\
-\cos \delta_{[k]} & \sin \delta_{[k]}
\end{bmatrix}
\]

that represents the coordinate transformation matrix from the coordinate system rotating at each generator’s own frequency to the coordinate system rotating at the rated frequency. Note that the dynamics (3) corresponds to the coordinate system that rotates at the rotational speed \( \omega_{[k]} \).

The dynamics of the turbine with governor is described as

\[
\begin{align*}
\dot{\zeta}_{[k]} &= A_{\zeta}[\zeta_{[k]} + B_{\zeta}[\omega_{[k]} + R_{\zeta}[P_{m,[k]} + u_{s,[k]}] \\
P_{m,[k]} &= C_{\zeta}\zeta_{[k]}
\end{align*}
\]

(4)

where \( \zeta_{[k]} \in \mathbb{R}^4 \) is the state of the turbine with governor, \( P_{m,[k]} \) is the mechanical power in the steady state, and \( u_{s,[k]} \) denotes the supplementary generation control action under automatic generation control (AGC) [Kundur 1994]. Employing AGC, we regulate frequency to a specified nominal value regarding the entire network as a single area. The supplementary generation control is constructed by integrating the aggregated frequency deviation [Kundur 1994] and hence

\[
u_{s,[k]}(t) = \kappa_a a_{[k]} \int_0^t \sum_{k \in N_{G}} \omega_{[k]}(\tau) d\tau
\]

(5)

where \( \kappa_a \) denotes a feedback gain, \( a_{[k]} \) denotes a scaling factor, and the aggregated frequency deviation \( \sum_{k \in N_{G}} \omega_{[k]} \) is called an area control error. Further we assume that the parameters in (4) are chosen such that the entire system is stable for the case \( u_{s,[k]} = 0 \).

The model of the excitation system with AVR is given by

\[
\begin{align*}
\dot{\eta}_{[k]} &= A_{\eta}[\eta_{[k]} + B_{\eta}[\|v_{[k]}\| - \|v_{[k]}\| + u_{[k]}] \\
V_{\text{fld,[k]}} &= C_{\eta}\eta_{[k]}
\end{align*}
\]

(6)

where \( \eta_{[k]} \in \mathbb{R}^3 \) is the state of the excitation system with AVR, \( v_{[k]} \) is the steady voltage, \( V_{\text{fld,[k]}} \) is the steady field voltage, and \( n_{[k]} \) is the control input from PSS. The excitation system with AVR has the role to provide current to the synchronous machine.

By combining (4), (5), and (6), we obtain the synchronous generator model in the form of (3) where

\[
x_{[k]} := \text{col}(\delta_{[k]}, \omega_{[k]}, \psi_{[k]}, \dot{\zeta}_{[k]}, \eta_{[k]}), x_{[k]} \in \mathbb{R}^{13}, \quad k \in N_{G}
\]

and \( f_{[k]}(\cdot, \cdot) \) and \( g_{[k]}(\cdot, \cdot) \) follow from (3), (4), and (5). The signal-flow diagram of this generator model is shown in Figure 3. In the generator, the measurement output is set to be

\[
y_{[k]} := \text{col}(\omega_{[k]}, v_{[k]}).
\]

The specific values of the parameters of synchronous generators are shown in Appendix.

#### 2.2. Load, PV power plant, and Non-unit Bus

In this paper, we adopt constant impedance load models [Hatipoglu et al. 2012]. For \( k \in N_{L} \), the \( k \)-th load satisfies

\[
i_{[k]} = Y_{[k]} v_{[k]}, \quad k \in N_{L}
\]

(7)

where \( Y_{[k]} \) is the admittance of the load connected to the \( k \)-th bus. Consequently, the load model in the form of (3) can be described as a static system with the output (4).
The model of all the PV generators inside each PV power plant is assumed to be identical for simplicity, and the total power injected from the PV power plant is obtained by summing the power output of the individual PV generators. The individual PV generator consists of a PV panel, a direct current (DC) /DC converter with a maximum power point tracking (MPPT) controller, and an inverter with a controller [Subudhi and Pradhan (2013)]. Owing to the MPPT controller, the output power of the DC/DC converter is kept constant. Because the timescale of the inverter is made sufficiently fast by the controller [Yuan et al. (2017)], one can assume that the PV generators are modeled as constant power sources. As a result, for $k \in \mathbb{N}_P$, the $k$-th PV power plant satisfies

$$i_{k}[l] = \Phi_0(k), \quad k \in \mathbb{N}_P$$

where $\Phi_0(k)$ is a constant of the generated power. The PV power plant model in the form of (7) can be described as a static system.

For $k \in \mathbb{N}_N$, the $k$-th non-unit bus must satisfy Kirchhoff’s law, i.e., the sum of the current flowing the transmission lines connecting to the non-unit bus must be zero. The current of the non-unit bus satisfies

$$i_{k}[l] = 0, \quad k \in \mathbb{N}_N.$$  

The non-unit bus model in the form of (6) can be described as a static system with the output (4).

### 2.3. System Description

Let us suppose that there exist multiple independent system operators (ISOs) in the power grid and each component is managed by one of the ISOs. Let $l$ be the index set of ISOs and $I_l$ be the index of the managed components by the $l$-th ISO and then

$$\bigcup_{l \in \mathbb{L}} I_l = \mathbb{N}$$

holds under the assumption that there is no overlap.

Let $\Sigma_{l}^{(nl)}$ be the nonlinear dynamics of the components managed by the $l$-th ISO. The dynamics $\Sigma_{l}^{(nl)}$ can be described as

$$\Sigma_{l}^{(nl)} : \begin{cases} \dot{x}_{l} = f_{l}(x_{l}, v_{l}, i_{l}, u_{s,i}, u_{l}) \\ 0 = g_{l}(x_{l}, v_{l}, i_{l}) \\ y_{l} = h_{l}(x_{l}, v_{l}, i_{l}) \end{cases}$$

where

$$x_{l} := \col(x_{l}[k] \in \mathbb{Z}_l), \quad v_{l} := \col(v_{l}[k] \in \mathbb{Z}_l), \quad i_{l} := \col(i_{l}[k] \in \mathbb{Z}_l), \quad u_{s,i} := \col(u_{s,i}[k] \in \mathbb{Z}_l),$$

and $f_{l}$ and $g_{l}$ correspond to the dynamics of the components managed by the $l$-th ISO. From (2), $i_{l}$ can be represented as

$$i_{l} = \sum_{m \in N_l} Y_{lm} v_{m}$$

where $N_l$ is the neighborhood of the components managed by the $l$-th ISO and $Y_{lm}$ is the corresponding admittance matrix. With (11), (12) can be described as

$$\Sigma_{l}^{(nl)} : \begin{cases} \dot{x}_{l} = f_{l}(x_{l}, v_{l}, \sum_{m \in N_l} Y_{lm} v_{m}, u_{s,i}, u_{l}) \\ 0 = g_{l}(x_{l}, v_{l}, \sum_{m \in N_l} Y_{lm} v_{m}) \\ y_{l} = h_{l}(x_{l}, v_{l}, \sum_{m \in N_l} Y_{lm} v_{m}) \end{cases}$$

By linearizing the system (12) around an equilibrium point, we obtain the following linear model

$$\Sigma_{l} : \begin{cases} \dot{x}_{l} = A_{l} x_{l} + B_{l} \sum_{m \in N_l} Y_{lm} v_{m} + B_{s,i} u_{s,i} + B_{u} u_{l} \\ 0 = \Gamma_{l} x_{l} + A_{l} \sum_{m \in N_l} Y_{lm} v_{m} \\ y_{l} = C_{l} x_{l} + D_{l} \sum_{m \in N_l} Y_{lm} v_{m} \end{cases}$$

We treat the linear model (13) in the following discussion.

Our aim in this paper is to design PSSs that improve the damping performance against faults in the power grid. Since, in practice, it is almost impossible to obtain the whole system model, we do not assume that the complete system model of the entire system is available. Instead, it is assumed that only the model information of the subsystem of interest is available for design of the corresponding local controllers. The controller design under the model information restriction is called distributed design [Langer, Jörn, and Delvecchio (2010)].

One simple approach of distributed design is to apply a standard controller design technique, e.g., $\mathcal{H}_\infty$ optimal control, for the subsystem of interest by regarding the grid as a single-machine infinite-bus system [Wang and Swift (1997)]. However, as seen in the numerical simulation in Section 4 the entire system is possibly destabilized by the simple approach. Therefore, a systematic approach for the controller design method is crucial. In the next section, we propose a design procedure for effective PSSs that theoretically guarantee the entire system stability and improve damping performance based on retrofit control.
3. PSS Design via Retrofit Control

In this section, we first mathematically formulate the PSS design problem mentioned in the previous section. Next, we briefly review the theory of retrofit control that is the key to solving the formulated problem. We finally propose a PSS design method based on retrofit control.

3.1. Problem Formulation

The objective of each ISO is to enhance damping performance of each corresponding system against possible faults. More specifically, let $X_i$ be the set of possible initial value variations of $x_i$. We consider designing a controller that generates $u_i$ such that

$$\|x_L(t)\|_{L^2} \leq \gamma \varepsilon_t, \quad \forall t \in [0, T]$$

(14)

for any $x_i(0) \in X_i$ and $x_L(0) = [0 \cdots 0 \cdots 0 \cdots 0]^T$, where

$$x_L := \text{col}(x_i)_{i \in L},$$

(15)

$\varepsilon_t$ is a given desired control criterion, and $\gamma > 0$ is an independent constant of $u_i$. It should be notable that local initial deflection is considered for the $l$-th ISO.

For controller implementation we place a restriction that the local measurement signal $y_i$, the interconnection signals $\{v_m\}_{m \in \mathcal{N}_i}$, and the supplementary control input $u_m$ alone can be utilized as feedback signals to generate the control input $u_i$ of PSS. In other words, each control input of PSS can be represented as

$$u_l = K_{il}(y_l, \{v_m\}_{m \in \mathcal{N}_i}, u_m), \quad l \in \mathcal{L}$$

(16)

with a controller $K_{il}$. Furthermore, for controller design we place another restriction that each controller $K_{il}$ is designed depending only on their corresponding system parameters, namely, the elements of the set

$$\Theta_l := \{A_l, B_{li}, B_l, C_l, D_l, L_l, \Gamma_l, \Lambda_l, \{Y_{lm}\}_{m \in \mathcal{N}_i}\}.$$ 


On the basis of the formulations above, we address the following problem.

**Problem:** Consider the network system composed of $\Sigma_l$ for $l \in \mathcal{L}$ whose dynamics is given by (13). Assume that the system is stable (13) when $u_l = 0$ for any $l \in \mathcal{L}$. Find $K_{il}$ in (13) for $l \in \mathcal{L}$ such that the following requirements are satisfied:

1. The closed-loop system composed of $\{\Sigma_l\}_{l \in \mathcal{L}}$ in (13) and $\{K_{il}\}_{i \in \mathcal{L}}$ in (13) is stable.
2. The performance criterion (13) is satisfied.
3. Each control input can be represented as (13).
4. Each controller $K_{il}$ is designed based only on their corresponding system parameters of $\Theta_l$.

3.2. Overview of Retrofit Control

In this subsection we briefly review the theory of retrofit control [Ishizaki et al. (2013)] that is the key to solving the formulated problem.

We first show the important lemma for the following discussion.

**Lemma 1.** For the system

$$\begin{align*}
\dot{x} &= A\xi + Bu_0 + \hat{B}u \\
y &= Cx,
\end{align*}$$

(17)

consider the system

$$\begin{align*}
\dot{\xi} &= \hat{A}\xi + \hat{B}w \\
\xi &= A\xi + (A - \hat{A})\xi + Bw
\end{align*}$$

(18)

where $\hat{A}$ is an arbitrary matrix whose size is compatible with $A$. Assume $x(0) = \xi(0) + \hat{\xi}(0)$ and $u_0 = w$ and $u = \hat{w}$ then

$$x(t) = \xi(t) + \hat{\xi}(t), \quad \forall t \geq 0$$

(19)

holds for any inputs $w$ and $\hat{w}$.

**Proof:** Taking the sum of the upper and lower part of (13) yields

$$\hat{\xi}(t) + \hat{\xi}(t) = A(\xi(t) + \hat{\xi}(t)) + Bw + \hat{B}w.$$ 

From the assumption on the initial value, (13) holds. □

Lemma 1 indicates that the state of the system (13) can be represented as the sum of the states $\xi$ and $\hat{\xi}$ of the system (13). Based on Lemma 1, stability and performance analysis on $x$ can be reduced to that on $\xi$ and $\hat{\xi}$.

We assume that a controller for $w = u_0$ is implemented in advance and the controller can be represented as

$$\begin{align*}
\dot{\xi}_c &= A_c\xi_c + B_c y \\
&= A_c\xi_c + B_c C(\xi + \hat{\xi}) \\
w &= C_c\xi_c + D_c y \\
&= C_c\xi_c + D_c C(\xi + \hat{\xi}),
\end{align*}$$

(20)

where the subscript $c$ denotes “controller.” Then the dynamics of $\xi$ and $\xi_c$ can be given by

$$\begin{bmatrix}
\dot{\xi} \\
\dot{\xi}_c
\end{bmatrix} = A_{CL} \begin{bmatrix}
\xi \\
\xi_c
\end{bmatrix} + R_0 \dot{\xi}$$

where

$$A_{CL} := \begin{bmatrix}
A + BD_c C BC_c & B_c C \\
B_c & A_c
\end{bmatrix}$$

and the subscript CL denotes “closed-loop.” We next show the lemma for controller design to guarantee the stability of the system (13).
Lemma 2. Assume that $A_{CL}$ is a stable matrix. Consider the controller

$$\kappa: \begin{cases} \dot{\xi} = \dot{\xi} + B_cC\dot{\xi} \\ w = C(\pi - \dot{\xi}) + D_cC\dot{\xi} \end{cases} \quad (21)$$

where $\dot{\xi} := C. If the matrix

$$\hat{A}_{CL} := \begin{bmatrix} \hat{A} + BD_cC & B \hat{C} \\ B_cC & \hat{A} \end{bmatrix}$$

is stable, then the closed-loop system (18) with the controllers (21) and (22) is stable.

Proof: The closed-loop system is written by

$$\begin{bmatrix} \xi \\ \dot{\xi} \end{bmatrix} = \begin{bmatrix} \hat{A}_{CL} & \begin{bmatrix} 0 & 0 \\ R_0 & 0 & 0 \end{bmatrix} \end{bmatrix} \begin{bmatrix} \xi \\ \dot{\xi} \end{bmatrix}. \quad (22)$$

Since the matrix is block triangle, we have

$$\sigma\left( \begin{bmatrix} \hat{A}_{CL} & \begin{bmatrix} 0 & 0 \\ R_0 & 0 & 0 \end{bmatrix} \end{bmatrix} \right) = \sigma(\hat{A}_{CL}) \cup \sigma(A_{CL}).$$

From the assumption that $A_{CL}$ is stable, the closed-loop system is stable. □

Lemma 2 indicates that the system (18) with the controller (22) is stabilized by the controller (21) if the controller (21) stabilizes the upper part of (18) under the assumption that the system (18) is stable. In other words, the stability of the cascaded system is guaranteed by the controllers that stabilize the dynamics only of $\dot{\xi}$. Consequently, if the control input generated by $\kappa$ can be obtained then the original state $x$ can be stabilized by using the input, because $x$ can be expressed as the sum of $\xi$ and $\dot{\xi}$. A specific methodology to create the control input of $\kappa$ will be discussed in the next subsection.

We finally show the following lemma on control performance.

Lemma 3. Assume that $\hat{A}_{CL}$ is stable and set $\hat{\xi}(0) = x(0)$ and $\xi(0) = 0$. With the controller (21), the $L_2$-norm of $x$ can be evaluated as

$$\|x(t)\|_{L_2} \leq \gamma_0 \hat{\xi}$$

where

$$\gamma_0 := \|I O^T(sI - A_{CL})^{-1}R_0 + I\|_{H_\infty}, \quad \hat{\xi} := \|e^{A_{CL}t}\hat{\xi}(0)\|_{L_2}$$

Proof: Let $x(s), \xi(s), \dot{\xi}(s)$ be the Laplace-transformed functions of $x(t), \xi(t)$, and $\dot{\xi}(t)$. From Lemma 3, the inequality

$$\|x(t)\|_{L_2} = \|x(s)\|_{H_\infty} = \|\hat{\xi}(s)\|_{H_2} = \||I O^T(sI - A_{CL})^{-1}R_0\hat{\xi}(s)\|_{H_2} \leq \gamma_0 \|\hat{\xi}(s)\|_{H_2} = \gamma_0 \hat{\xi}$$

holds.

Note that $\gamma_0$ is independent of the controller and $\hat{\xi}$ depends only on $\hat{A}_{CL}$. From this fact we see that the $L_2$-norm of the state is improved in the sense of the upper bound by designing a controller that can be designed only with $A, B, C$ and makes $\hat{\xi}$ small.

3.3. Proposed PSS Design Procedure

In [Ishizaki et al. (2018)], a controller design method that satisfies the requirements of Problem has been proposed for the following system

$$\begin{cases} \dot{x}_L = A_Lx_L + B_Lu_L + L_L\sum_{m \in M_L} Y_{lm}v_m \\ v_L = \Gamma_Lx_L \\ y_L = C_Lx_L \end{cases}$$

On the other hand, the dynamics of each synchronous generator has feedthrough terms in the outputs as shown in (15) and the existing method in [Ishizaki et al. (2018)] cannot be directly applied to the power system. In this subsection, we extend the result in [Ishizaki et al. (2018)] to power grids and give a solution to Problem.

We first consider designing $\kappa$ in (21). From (16), we have

$$v_L = \Pi_L x_L \quad (23)$$

where $x_L$ is the states of the whole system defined by (15), and

$$v_L := \text{col}(v_L)_{l \in L}, \quad \Pi_L := -(A_LY_L)^{-1} \Gamma_L, \quad A_L := \text{diag}(A_l)_{l \in L}, \quad \Gamma_L := \text{diag}(\Gamma_l)_{l \in L}.$$  

Substituting (23) to (15), we obtain the entire system model

$$\Sigma_L : \begin{cases} \dot{x}_L = A_Lx_L + B_Lu_L + B_{LL}u_L \\ y_L = C_Lx_L \\ \dot{x}_L = C_Lx_L \\ u_L = \kappa_0 ax_L \end{cases} \quad (24)$$

where

$$u_L := \text{col}(u_L)_{l \in L}, \quad y_L := \text{col}(y_L)_{l \in L}, \quad A_L := \text{diag}(A_l)_{l \in L}, \quad B_L := \text{diag}(B_l)_{l \in L}, \quad B_{LL} := \text{diag}(B_{kl})_{l \in L}, \quad L_L := \text{diag}(L_l)_{l \in L}, \quad C_L := \text{diag}(C_l)_{l \in L}, \quad D_L := \text{diag}(D_l)_{l \in L}.$$  

$x_L$ is the state of the supplementary controller, $C_s$ is the matrix associated with the aggregated frequency deviation, $a := \text{col}(a_k)_{k \in N_L}$, and $u_s := \text{col}(u_s)_{l \in L}$.

Let us decide matrices $A_{e,l}, B_{e,l}, C_{e,l}, D_{e,l}$ for $l \in L$ so as to satisfy

$$\|e^{A_{CL}t}x_L(0)\|_{L_2} \leq \varepsilon_l, \quad \forall x_L(0) \in X_L \quad (25)$$

where

$$A_{CL,l} := \begin{bmatrix} A_l + B_lD_lC_l & B_lC_{el} \\ B_{el}C_l & A_{el} \end{bmatrix}.$$
This design problem becomes a standard $H_2$ suboptimal control problem that is easy to solve. We here show the following theorem.

**Theorem 1.** For the system \((23)\), design $\kappa_l$ so as to satisfy (22). Define $A$, $B$, and $C$ as

\[
\begin{align*}
\hat{A}_l &= \text{diag}(A_l)_{l \in L}, \quad \hat{B}_l := \text{diag}(B_l)_{l \in L}, \\
\hat{C}_l &= \text{diag}(C_l)_{l \in L},
\end{align*}
\]

set

\[
\gamma := \| [I \, O] (sI - A_{l, CL})^{-1} R + I \|_{H_\infty}
\]

where

\[
A_{l, CL} := \begin{bmatrix} A_l & B_s \hat{u}_s \hat{a} \\ C_s & 0 \end{bmatrix}, \quad R := \begin{bmatrix} A_l - \hat{A}_l \\ C_s \end{bmatrix},
\]

and design the controller (21) by

\[
\begin{align*}
A_c &= \text{diag}(A_{c, l})_{l \in L}, \quad B_c := \text{diag}(B_{c, l})_{l \in L}, \\
C_c &= \text{diag}(C_{c, l})_{l \in L}, \quad D_c := \text{diag}(D_{c, l})_{l \in L}.
\end{align*}
\]

Then the performance criterion (20) is satisfied.

**Proof:** Since $\bar{\xi}(0) = x(0)$,

\[
\| e^{A_{L, t}} \bar{\xi}(0) \|_{L_2} = \sum_{l \in L} \| e^{A_{l, CL, t}} x_l(0) \|_{L_2}.
\]

Therefore, for any $x_l(0) \in X_l$,

\[
\| e^{A_{l, CL, t}} \bar{\xi}(0) \|_{L_2} = \| e^{A_{l, CL, t}} x_l(0) \|_{L_2}
\]

holds for $x(0) = [0^T \cdots x_l(0)^T \cdots 0^T]^T$. From Lemma 2, we have

\[
\| x_l(t) \|_{L_2} \leq \gamma \| e^{A_{l, CL, t}} x_l(0) \|_{L_2} = \gamma \| e^{A_{l, CL, t}} x_l(0) \|_{L_2}.
\]

From the assumption, for any $x_l(0) \in X_l$,

\[
\| x_l(t) \|_{L_2} \leq \gamma \varepsilon_t
\]

holds. □

Theorem 1 gives a design policy for $A_{c, l}, B_{c, l}, C_{c, l}, D_{c, l}$ such that the performance criterion is satisfied. Following the above procedure, we can design $\kappa_l$ under the distributed design restriction.

We next consider implementation of the designed controllers. Because the input is $C \xi$ in (21) and $\xi$ is a virtual variable, the signal cannot be utilized as a measurement signal even if the entire state $x_c$ can be measured. To tackle this problem, by the coordinate transformation

\[
\begin{bmatrix} x_L \ \bar{x}_L \end{bmatrix} = \begin{bmatrix} I & I \\ O & I \end{bmatrix} \begin{bmatrix} \xi \\ \bar{\xi} \end{bmatrix}
\]

we consider the system

\[
\begin{align*}
\hat{x}_L &= A_L x_L + B_s x_l + B_L u_L \\
\bar{x}_L &= C_L x_L \\
u_L &= n_a x_s \\
\hat{\bar{x}}_L &= A_L \bar{x}_L + (A_L - \hat{A}_L) x_L + B_s x_l + B_L u_L.
\end{align*}
\]

By the inverse of the coordinate transformation (24), $\bar{\xi} = x_L - x_s$ holds. Hence if $x_s$ in (27) can be generated in a distributed manner then the control input in (21) can be generated by using $\bar{x}_L$. We call a system that generates $\bar{x}$ an output rectifier and consider designing and implementing a distributed output rectifier.

Notice that

\[
A_L - \hat{A}_L = L_L Y_L \Pi_L.
\]

Because $A_L - \hat{A}_L$ does not have block diagonal structure and $(A_L - \hat{A}_L)x_L$ cannot be generated from $x_L$ in a distributed manner, a distributed output rectifier that generates $x_L$ using $x_L$ cannot be designed and implemented.

To avoid this issue, consider using not the state $x_L$ but the interconnection signal $v_L$. Note the relationship

\[
(A_L - \hat{A}_L)x_L = L_L Y_L v_L = L_L Y_L v_L = \text{col} (L_L \sum_{m \in N_l} Y_{lm} v_m)_{l \in L}.
\]

We then have the following theorem employing the relationship (28).

**Theorem 2.** Consider the systems (27) and

\[
\begin{align*}
\dot{x}_L &= A_L x_L + B_s x_l + B_L u_L \\
\dot{x}_s &= C_s x_L \\
u_L &= n_a x_s \\
\dot{\bar{x}}_L &= A_L \bar{x}_L + L_L \sum_{m \in N_l} Y_{lm} v_m + B_s \bar{x}_L, \\
\dot{y}_L &= y_L - (C_L \bar{x}_L + D_L \sum_{m \in N_l} Y_{lm} v_m),
\end{align*}
\]

Set the initial values $x_L(0) = 0, x_l(0) = 0, l \in L$ and then for any $u_L$

\[
x_L(t) = \text{col}(\bar{x}_L(t))_{l \in L}, \quad \forall t \geq 0
\]

holds.

**Proof:** Define the error signal by $\bar{e} := \bar{x}_L - \text{col}(\bar{x}_L)_{l \in L}$. From (27), (29), we have

\[
\begin{bmatrix} \bar{e} \\ \bar{\xi} \end{bmatrix} = \begin{bmatrix} A \bar{e} \\ B \bar{\xi} \end{bmatrix}
\]

From the initial conditions, $\bar{e}(t) = 0$ for any $t \geq 0$. Hence, $x_L(t) = \text{col}(x_l(t))_{l \in L}$ for any $t \geq 0$. □

From Theorem 1, the output rectifier

\[
C_L : \{ \begin{align*}
\dot{\bar{x}}_L &= A_L \bar{x}_L + L_L \sum_{m \in N_l} Y_{lm} v_m + B_s \bar{x}_L, \\
\dot{\bar{y}}_L &= y_L - (C_L \bar{x}_L + D_L \sum_{m \in N_l} Y_{lm} v_m),
\end{align*} \}
\]

can create the signal

\[
\bar{C} \bar{\xi} = \bar{C} (x_L - \text{col}(x_l)_{l \in L}) = \bar{y}_L
\]

where $\bar{y}_L := \text{col}(\bar{y}_L)_{l \in L}$ and generate the control input in (21).

At last, under the initial conditions $x(0) = \xi(0), \xi(0) = 0, x_l(0) = 0, l \in L$, letting $A = A_L, B = B_s, B_L = B_L$. 
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and \( C = C_{i} \) we have an equivalent system composed of \( \Sigma_{i}, C_{i}, \) and \( \kappa_{i} \) to the closed-loop system \( \Sigma_{L} \) with \( \Sigma_{L} \), where \( \Sigma_{L} \) is given by \( (28) \), and \( \kappa_{i} \) is given by \( (29) \), and

\[
\kappa_{i} : \begin{cases} 
\dot{x}_{i,l} = A_{c,l}x_{i,l} + B_{c,l}\dot{y}_{i}, \\
\dot{y}_{i} = y - (C_{i}x_{i,l} + D_{c,l}\dot{y}_{i}) \\
u_{i,l} = C_{c,l}x_{i,l} + D_{c,l}\dot{y}_{i},
\end{cases} \quad l \in L. \quad (30)
\]

It is seen that \( \kappa_{i} \) can be designed only with the parameters \( A_{i}, B_{i}, C_{i}, \) and \( D_{i} \) from \( (23) \) and \( \Sigma_{i} \) and \( \kappa_{i} \) can be designed and implemented in a distributed manner from \( (28) \) and \( (31) \). Figure 2 illustrates the block diagram associated with \( \Sigma_{i}, C_{i}, \) and \( \kappa_{i} \).

Summarizing the discussion above, we finally reach a solution to Problem. Design the parameters \( A_{c,l}, B_{c,l}, C_{c,l}, \) and \( D_{c,l} \) so as to satisfy \( (28) \). Construct the controller \( K_{i}(y_{l}, \{v_{m}\}_{m \in N_{i}}, u_{i,l}) \) as

\[
K_{i} : \begin{cases} 
x_{i} = A_{i}x_{i} + L_{i}\sum_{m \in N_{i}} Y_{lm}v_{m} + B_{i}u_{i,l}, \\
y_{i} = y - (C_{i}x_{i} + D_{i}\sum_{m \in N_{i}} Y_{lm}v_{m}) \\
u_{i,l} = C_{c,i}x_{i,l} + D_{c,i}\dot{y}_{i},
\end{cases} \quad l \in L. \quad (31)
\]

It can be confirmed that the requirements of Problem are satisfied as follows.

1. Since the system with the supplementary controller is stable, Lemma 2 indicates the stability of the closed-loop system.
2. From the equivalence between the obtained closed-loop system and the system \( (\Sigma) \) with \( (\Sigma) \), Theorem 1 implies that \( (28) \) holds.
3. The controller \( (31) \) utilizes only \( y_{l}, \{v_{m}\}_{m \in N_{i}}, \) and \( u_{i,l}. \)
4. From the form of \( C_{i} \) and the design procedure of \( \kappa_{i} \), every controller can be designed in a distributed manner only with the local parameters in \( \Theta_{i} \).

4. Simulation

In this section, we confirm that the proposed retrofit control effectively works to enhance damping performance of power grids. We consider the PV-integrated EAST30 model, which is a benchmark model of the bulk power system in the eastern half of Japan, shown in Figure 3. The grid consists of 137 buses, 30 generators, 31 loads, 30 PVs, and a transmission network connecting the components. The tie-line parameters of this EAST30 model are shown in \( \text{[The Institute of Electrical Engineers of Japan Power and Energy (2015)]} \). The original IEEE EAST30 model does not contain any PV power plants and we introduce PV power plants to simulate future power grids. We decide the places of the PV power plants based on the data that indicate the regions for future PV power plants of Japan \( \text{[Ministry of Economy, Trade, and Industry (2017)]} \). Each generator is 13-dimensional. Consequently the entire system is 390-dimensional. We assume that the PV output covers 6% of the total demand. The PV amount corresponds to the case where 30% of the FIT introduced amount in Japan is penetrated. The parameters of the supplementary control are determined as

\[ \kappa_{s} = -1, \quad a[k] = 1, \quad \forall k \in \mathbb{N}. \]

Note that the system is stable with the supplementary control provided that no primary control is added.

Let

\[
L = \{1, 2\}, \\
I_{1} \cap \mathbb{N} = \{1, \ldots, 5\}, \\
I_{1} \cap \mathbb{N}_{L} = \{37, 40, 41, 42, 44\}, \\
I_{1} \cap \mathbb{N}_{P} = \{112, 117, 122, 127, 132\}, \\
I_{1} \cap \mathbb{N}_{N} = \{31, \ldots, 36, 38, 39, 43, 50, \ldots, 58, 60, \ldots, 68\}, \\
I_{2} = \{1, \ldots, N\} \setminus I_{1}.
\]

Suppose that a fault happens in the second generator and the effect of the fault is modeled by an impulsive disturbance of the angle of the generator, that is,

\[
x_{k|0} = \begin{cases} 
0.1e_{4} & \text{if } k = 2, \\
0 & \text{otherwise}
\end{cases}
\]

To guarantee the stability we apply the proposed retrofit control to the power system. The primary controller \( (31) \) for \( I_{1} \) is designed based on \( H_{2} \) optimal control to minimize

\[
J_{1} := \int_{0}^{\infty} (x_{l}^{T}Q_{1}x_{l} + ru_{1}^{T}u_{1}) dt
\]

where

\[
Q_{1} = q_{0,1}e_{1}^{T}e_{1}^{T} + q_{0,1}e_{2}^{T} + q_{1}1
\]

and \( e_{1} := 1_{I_{1}} \otimes e_{i} \) and \( e_{1} \) is the \( M \)-dimensional all-ones vector, \( \otimes \) is the Kronecker product, \( e_{i} \in \mathbb{R}^{13} \) for \( i \in \{1, 2\} \) is the canonical basis associated with the \( i \)-th coordination, and \( q_{0,1}, q_{0,1}, q_{1} \) and \( r \) are positive scalar values. Note that \( q_{0,1} \) and \( q_{0,1} \) correspond to the angle and the frequency, respectively. On the other hand, we suppose that the primary controller for \( I_{2} \) is not added to the original system. All simulations have been performed with \( \text{MATPOWER Zimmerman et al. (2011)} \) on MATLAB.
Figure 3: PV-integrated IEEJ EAST 30-machine power system.

Figure 4 shows the free responses of all generators’ frequencies for $t \in [0, 50]$. Figure 5 shows the responses with the controller designed based on the single-machine infinite-bus system for $t \in [0, 1.5]$ and it can be observed that the system becomes unstable. On the other hand, Figure 6 shows the responses of the closed-loop system with the proposed method, where $q_1, q_{1,1}$ are set to be 1 and $10^3$, and the weight for control input $r_1 = 1$ and the weight for frequencies $q_{1,2} = 10^7 (=: q_{w,0})$. We can see from the figure that the entire system stability is preserved by our proposed method. Moreover, as shown in Figure 7 that illustrates the responses for $t \in [0, 0.5]$, the peak value is reduced to the value $-0.0753$ by the proposed method while the original peak value is $-0.0904$. To further mitigate the peak value, we change the weight for frequencies by $q_{1,2} = q_{w,0} \times 10^3$ and show the result in Figure 8. As shown in Figure 9, the peak value is reduced to the value $-0.0505$, which is 55% of the original peak value. This result shows the effectiveness of our proposed retrofit control for power system stabilization.

5. Conclusion

In this paper, we have proposed a distributed design methods for PSSs to improve damping performance of PV-integrated power grids via retrofit control. Because power systems into which large amount of PV is pene-
treated are susceptible to disturbance and easily destabilized, it is required to develop a novel method for designing PSS that ensures the stability of the entire system on the premise of distributed design. While existing practical methods, such as single-machine infinite-bus based approaches, do not achieve theoretical assurance of the stability, retrofit control is a promising approach to fulfill the requirements. The proposed method is an extension of the existing retrofit control to be applicable for power systems. Numerical examples in the simulation through EAST30 show that the proposed method not only stabilizes the power system, which can be destabilized by a conventional method based on the single-machine infinite-bus model, but also enhances the damping performance. Future works include robust controller design with consideration of modeling error. Another important future work is to verify the applicability of the proposed method to more general future power grids that contain other distributed energy resources, such as energy storage.
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Appendix

We give the specific expression of the dynamics of the synchronous generators. We consider three kinds of synchronous generator, namely, thermal power generators, nuclear power generators, and hydroelectric power generators. The subscript $k \in \mathbb{N}_G$ is omitted for simplicity.

The matrices of the synchronous machine expressed
The matrices of the turbine with governor expressed the same parameters in terms of synchronous machine. Note that all kinds of synchronous generator have the same parameters in terms of excitation system as synchronous machine.

For thermal power generators and nuclear power generators, the dynamics of the turbine with governor is given by

\[
\begin{align*}
A_C &= \begin{bmatrix}
-5 & 0 & 0 & 0 \\
-5 & -5 & 0 & 0 \\
0 & 4 & -4 & 0 \\
0 & 0 & \frac{1}{9} & -\frac{1}{9}
\end{bmatrix},
B_C &= \begin{bmatrix} 125 \\ 0 \\ 0 \\ 0 \end{bmatrix},
R_C = [0 \ 5 \ 0 \ 0]^T, \quad C_C = [0 \ 0 \ 0.3 \ 0.7].
\end{align*}
\]

On the other hand, for hydroelectric power generators, the dynamics of the turbine with governor is given by

\[
\begin{align*}
A_C &= \begin{bmatrix}
-0.01 & -0.25 & 0 & 0 \\
-\frac{1}{50} & -\frac{2}{3} & 0 & 0 \\
0 & 0 & \frac{1}{7} & -\frac{1}{7} \\
0 & 0 & \frac{2}{7} & -\frac{2}{7}
\end{bmatrix},
B_C &= \begin{bmatrix} -0.25 \\ -0.01 \\ 0 \\ 0 \end{bmatrix},
R_C = [0 \ 0 \ \frac{1}{7} \ 0]^T, \quad C_C = [0 \ 0 \ -2 \ 3].
\end{align*}
\]

The dynamics of the excitation system with AVR expressed as (4) is given by

\[
\begin{align*}
A_\eta &= \begin{bmatrix} -5 & 0 & -5 \\
50 & -0.5 & 0 \\
10 & -0.1 & -2
\end{bmatrix},
B_\eta &= \begin{bmatrix} 5 \\ 0 \\ 0 \end{bmatrix},
R_\eta = \begin{bmatrix} 0 \\ 0.5 \ 0.1 \\ 1 \ 0 \ 0 \end{bmatrix},
C_\eta = [0 \ 1 \ 0].
\end{align*}
\]

Note that all kinds of synchronous generator have the same parameters in terms of excitation system as synchronous machine.

For the values of the admittance matrix \( Y \), see [The Institute of Electrical Engineers of Japan (1999)].
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